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Part 1: methods of investigation
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I got the impression that some of
the audience does not have a

psycholinguistic background. . .
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. . . which means that we’ll have a
little overview of some relevant

points

Psycholinguistics

A catch-all term for a large number of sub-fields.

Unifying theme:

There is something called language.
Human minds do this thing called language.
What do humans minds do in order to “do” language?

Example areas: child language acquisition, second language
acquisition, adult (native) sentence processing, adult
(second-language) sentence processing . . .

What follows is a very non-technical “crash course” in what some experi-
mental psycholinguists do.

Sayeed (Gothenburg) ESSLLI 2019 4



. . . which means that we’ll have a
little overview of some relevant

points

Psycholinguistics

A catch-all term for a large number of sub-fields.

Unifying theme:

There is something called language.
Human minds do this thing called language.
What do humans minds do in order to “do” language?

Example areas: child language acquisition, second language
acquisition, adult (native) sentence processing, adult
(second-language) sentence processing . . .

What follows is a very non-technical “crash course” in what some experi-
mental psycholinguists do.

Sayeed (Gothenburg) ESSLLI 2019 4



. . . which means that we’ll have a
little overview of some relevant

points

Psycholinguistics

A catch-all term for a large number of sub-fields.

Unifying theme:

There is something called language.
Human minds do this thing called language.
What do humans minds do in order to “do” language?

Example areas: child language acquisition, second language
acquisition, adult (native) sentence processing, adult
(second-language) sentence processing . . .

What follows is a very non-technical “crash course” in what some experi-
mental psycholinguists do.

Sayeed (Gothenburg) ESSLLI 2019 4



. . . which means that we’ll have a
little overview of some relevant

points

Psycholinguistics

A catch-all term for a large number of sub-fields.

Unifying theme:

There is something called language.
Human minds do this thing called language.
What do humans minds do in order to “do” language?

Example areas: child language acquisition, second language
acquisition, adult (native) sentence processing, adult
(second-language) sentence processing . . .

What follows is a very non-technical “crash course” in what some experi-
mental psycholinguists do.

Sayeed (Gothenburg) ESSLLI 2019 4



Adult sentence processing

We’re going to narrow in on adult processing (even though there’s lots of
issues for modeling lexical semantics in e.g. child language research).

Adult sentence processing research

Focus on “fully-acquired” language, e.g., adult native speaker.

Main research question: what happens when a language user
interprets an utterance?

The central issue is thus: the “time course” of an utterance in the processing
system.
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Adult sentence processing

Time course: focus on behaviour over time.

Donald put the cake in the ocean.

For example, we want somehow to measure something that happens at
“ocean”. Roughly, three kinds of measurements:

Introspective - conscious human report, judgements, linguistic
responses etc.

Reaction-based - observed behavioural changes, time delays, etc., in
response to stimulus.

Physiological - some measurable aspect of the body (usu. brain) that
reflects some biological “effort”.
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Introspective measurement

Intropective techniques are simple. E.g.:

Linguist making “traditional” grammaticality judgement.

Ratings collected over groups of non-linguists.

Fill-in-the-blank/cloze responses.

How this might work:

Rate from 1-7

Donald put the cake in the ocean.

Pro: often very fast/cheap to collect, often does lead to good
insights, scientifically strong results.

Con: not “real-time” and prone to dangers of subjectivity.
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Reaction-based techniques

Usually requires some active or passive measurement. E.g.:

Self-paced reading: subjects press button to see next word, measure
per-word reaction time.

Eye-tracking: observe a subject’s eyes moving across a sentence.

Timed decision tasks.

How this might work:

Expect slower self-paced reading reaction time at “ocean”

Donald put the cake in the . . . ocean.

Pro: remove some amount of subjectivity, often fine-grained
(ms-scale) rich data.

Con: somewhat expensive equipment, very indirect, very sensitive to
experimental conditions.
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Physiological techniques

Measurement of signals from the body at varying degrees of depth. E.g.:

Event-related potentials (ERP) – use EEGs to roughly measure
changes in location of electrical output.

Functional MRI – use giant magnets to measure minute differences in
water flow in the brain.

Pupillometry – measure pupil dilation changes to test neural
activations.

How this might work:

Expect N400 ERP at “ocean”

Donald put the cake in the . . . ocean.

Pro: somewhat more direct view of something happening in the brain.

Con: very expensive equipment and software, sometimes limited time
or spatial resolution.
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Things psycholinguists like
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Why are we talking about this?

We aren’t going to be able to talk about every technique.

So that you can contextualize what we are going to talk about.

Any model of the world-knowledge interactions with the lexicon ought
to be observable in behaviour.

We do find that many hypotheses can be validated* that way.

*For values of validation that include, “do you trust their way of calculating
a p-value?”
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Part 2: context-continuation
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Quantifier scope ambiguity

Everybody loves somebody.

Two readings are possible here.

No way from the string alone to say much about how or why two
readings are possible.
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But seriously. . .

. . . a lot of effort went into static, structural explanations of quantifier scope
ambiguity, either at the syntactic or the semantic level or both. e.g.:

Quantifier raising (movement theory, yeah :) ).

Type-raising theories.

Cooper storage.

Combinations and variations thereof. . .

Problem: exactly how to verify this in behaviour.
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Incremental quantifier scope
ambiguity

Like most linguistic problems, becomes more clear when we add context.

Every child climbed a tree.





Perhaps we can use the creation of expectations about set cardinality to
investigate what is “really going on”.
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Possible hypotheses in processing

Fine! Let’s stay agnostic about the formalism.
Possible factors accounting for actual behaviour (probably in combination):

1 Linear order/simple structural heuristic – order of appearance of
quantifiers strongly dominates interpretation.

2 Algorithmic processing – powerful structural computations, e.g.
quantifier-raising.

3 World-knowledge – intuitions about the actual semantics of the event.

“Default” hypothesis: some combination of all three?
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Two-quantifier experiments

Kurtzman and Macdonald [1993]: Context-continuation judgement
paradigm.

Experiment 1: subjects judge whether the continuation is compatible with
the context.
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Two-quantifier experiments

Kurtzman and Macdonald [1993]: results

Main upshot of experiment 1: linear order strongly preferred.
(Later experiments find otherwise for complex NPs.)
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Part 3: heuristic accounts
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Two-quantifier experiments

Dwivedi et al. [2010]: ERP study does not replicate Kurtzman and Mac-
Donald – no neurophysiological evidence of plural preference.

Dwivedi [2013]: self-paced reading study with strong/controlled plural bias
on context sentences.

Subjects really bad at singular case!
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Two-quantifier experiments

Readings for: Every child climbed a tree.

For each child, that child found a tree and climbed it.
Linear scope

There is a tree such that all the children climbed that tree.
Inverse scope

English speakers prefer the linear reading much more strongly than the
inverse readings even when strongly prompted otherwise. (Dwivedi,
2013)
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Two-quantifier experiments

Readings for: Every jeweller examined a diamond.

For each jeweller, that jeweller had a diamond to examine.
Linear scope

There is a diamond such that all the jewellers examined that diamond.
Inverse scope

English speakers prefer the linear reading much more strongly than the
inverse reading but not as strongly as with the “children-tree” example.
(Dwivedi, 2013)
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Two-quantifier experiments

Dwivedi [2013]: concludes that simple heuristics and world-knowledge dom-
inates, algorithmic processing available as last resort.

Scope order underspecification filled in by world knowledge.

Problem: cannot detect effect underspecificaton status with only two
quantifiers.

At continuation sentence, you can’t entirely distinguish reanalysis from
violation of world knowledge expectation

Problem: word order. Maybe English-speakers don’t expect to have
to deal with order change.
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Quantification with ditransitives

Paterson et al. [2004]: three old theories of scope ambiguity.

Linear-order principle: surface order is preferred.

Quantifier hierarchy principle [Ioup, 1975]: standard hierarchy
“each>every>all>most>many>several>some>a few”.

Grammatical hierarchy principle: presence in tree structure determines
scope precedence.

Can’t use Kurtzman and Macdonald stimuli to test this in English.
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Paterson et al. [2004]: eye-tracking study experimental conditions
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Quantification with ditransitives

Paterson et al. [2004]: all principles interact.

“every-a” DO-first reading times longer.

“a-every” IO-first reading times longer.

Interaction between quantifier and gramm. hierarchies: based on a
theory that DO is “higher” than IO.

“a-every” total reading times longer: linear order interacts with
quantifier hierarchy.

Possible problem: DO/IO syntax in English rather complicated!
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Part 4: higher-order specification
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Scope ambiguity in processing

Consider the following sentence and continuations [Dotlačil and Brasoveanu
2015]:

(1) A caregiver comforted a child every night.

a. The caregiver wanted the child to get some rest.
b. The caregivers wanted the child to get some rest.
c. The caregiver wanted the children to get some rest.
d. The caregivers wanted the children to get some rest.

There are four plausible readings of the first sentence, based on the scope
of “every night”.

With three quantifiers: can investigate whether there is a preferred spec-
ified order in incremental context.
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Scope ambiguity in processing
(2) A caregiver comforted a child every night.

The linear order is ∃ = ∃ > ∀, ie, child and caregiver singular.

English speakers can be easily prompted to all other orders.

Dotlačil and Brasoveanu (2015):

The caregiver wanted the child to get some rest.

The caregivers wanted the child to get some rest.

The caregiver wanted the children to get some rest.

The caregivers wanted the children to get some

rest.

Evidence for algorithmic processing (as opposed to purely pragmatic con-
siderations).
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Focus on role of world knowledge

Judgement study [Sayeed, Lindemann, and Demberg, 2019]:

Exploit non-English linguistic phenomena; for example, German
verb-second.

(3) a. Jeder
Every

Spion
spy-NOM

hat
has

diesen/einen/diese
this/a/these

Auftrag/Aufträge
order(s)-ACC

erhalten.
received.

Der/die
The

Auftrag/Aufträge
order(s)

war(en)
was/were

gefährlich
dangerous

und
and

riskant.
risky.

‘Every spy received this/a/these order(s). The order(s) was/were dangerous and risky.’

b. Diesen/Einen/Diese
This/A/These

Auftrag/Aufträge
order(s)-ACC

hat
has

jeder
every

Spion
spy-NOM

erhalten.
received.

Der/die
The

Auftrag/Aufträge
order(s)

war(en)
was/were

gefährlich
dangerous

und
and

riskant.
risky.

‘Every spy received this/a/these order(s). The order(s) was/were dangerous and risky.’

Manipulate word order in Dwivedi-style experiment to test whether world
knowledge truly dominates linear/inverse distinction.
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First step: judgement study

24 stimuli in either German word order (unscrambled vs. scrambled):

(4) a. Jeder
Every

Spion
spy-NOM

hat
has

diesen/einen/diese
this/a/these

Auftrag/Aufträge
order(s)-ACC

erhalten.
received.

Der/die
The

Auftrag/Aufträge
order(s)

war(en)
was/were

gefährlich
dangerous

und
and

riskant.
risky.

‘Every spy received this/a/these order(s). The order(s) was/were dangerous and risky.’

b. Diesen/Einen/Diese
This/A/These

Auftrag/Aufträge
order(s)-ACC

hat
has

jeder
every

Spion
spy-NOM

erhalten.
received.

Der/die
The

Auftrag/Aufträge
order(s)

war(en)
was/were

gefährlich
dangerous

und
and

riskant.
risky.

‘Every spy received this/a/these order(s). The order(s) was/were dangerous and risky.’

Subjects use online tool (N=68; 24 fillers) and fill in subject of second
sentence (italicized).

Native speaker assists in judging plurality of response.
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Experimental goals

Hypothesis

For indefinite article: plural bias of existentially quantified noun should be
higher in unscrambled than in scrambled sentences.

If effect observed, surface order competes with world knowledge bias
of plurality.

If plural bias still present, even if effect holds, world-knowledge bias
must overcome word order.

Evidence for interaction between world knowledge and reanalysis
process.
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Results and analysis
Result from logistic mixed-effects modeling of judgements we collected:

Significant main effect of surface order for indefinite condition
(b = 0.93, p = 0.001, z = 3.26) such that SVO order results more
often in a plural response.

Plurality correlation between OVS vs. SVO order strong for indefinite
articles.
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Results and analysis

Binomial logit model in glmer over indefinite article condition:
Plurality ∼ Linearity + (1|Item) + (1 + Linearity |Subject)

b Std. Error z Pr(> |z |)
Intercept -1.1176 0.3732 -2.994 0.00275 **

Linearity(unscrambled) 0.9260 0.2844 3.256 0.00113 **

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Sayeed (Gothenburg) ESSLLI 2019 35



Hypothesis space

Fronted objects (OVS)
= fewer plural responses

 TRUE       FALSE

Plural responses highly
correlated between

SVO and OVS

World-knowledge
dominates

SVO/OVS correlation and 
significant OVS effect hold 

mainly for indefinite

Syntactic/linear
order effect
dominates

             TRUE

FALSE

              TRUE
FALSE

        

Syntax-mediated
formal sem.-prag.

interaction

Syntax-pragmatics
interaction
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Tomorrow: matters computational;
representing experimental results
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